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(57) ABSTRACT 

Systems and methods are disclosed for communicating data 
in an integrated sensor network having one or more nodes 
coupled to an optical sensor network and a radio frequency 
wireless sensor network, each node having an optical link and 
a wireless link. The method includes determining a transmis 
sion path having one or more hybrid hops for packet trans 
mission over the optical sensor network and the radio fre 
quency wireless sensor network, each hybrid hop including 
optical and wireless links between two neighboring nodes; 
and selecting a set of optical and wireless links for the optical 
sensor network and the radio frequency wireless sensor net 
work to minimize contiguous wireless links. 
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INTEGRATED SENSORNETWORKS WITH 
OPTICAL AND WIRELESS LINKS 

RELATED APPLICATIONS 

This application claims the benefit of U.S. Provisional 
Application No. 61/183,742 filed on Jun. 3, 2009 and U.S. 
application Ser. No. 12/701,175 filed on Feb. 5, 2010, the 
contents of which are incorporated herein by reference. 

BACKGROUND 

With emerging realistic applications in various areas such 
as wireless healthcare and Smart home, wireless sensor net 
works need to provide quality of service (QoS) in an energy 
efficient way. A wireless sensor network (WSN) is generally 
composed of one or more sinks (or base stations) and tens or 
thousands of sensor nodes scattered in a physical space. Sen 
sor nodes sense the physical information, process the sensed 
information, and report the processed information to the sink, 
which can query information and even control the behavior of 
the sensor nodes. WSNs can be used to monitor events and 
collect data in some special environments where other net 
works are difficult or costly to be deployed. Therefore, WSNs 
are usually event-oriented and data-centric, and have several 
distinctive features: 

Unique Network Topology. The sensors nodes are usually 
organized into a multi-hop star-tree topology, which 
could be either flat or hierarchical. The sink sitting at the 
root of the tree plays the role of information collection 
and relaying to exterior networks. The topology of a 
WSN can be highly variable and dynamic due to node 
mobility and the depletion of energy. 

Diverse Applications. A WSN can be used to support 
diverse applications ranging from habitat monitoring 
and target tracking to security Surveillance and so forth 
1. These applications may be interested in different 
sensory data and therefore have different requirements 
on quality of service (QoS) and reliability. 

Traffic Characteristics. In a WSN, traffic usually flows 
upstream from the sensor nodes to the sink although the 
sink may occasionally generate certain downstream traf 
fic for the purpose of control and management. The 
traffic models of different applications can be classified 
into four types: event-driven delivery, continuous deliv 
ery, query-driven delivery, and hybrid delivery. For 
example, in event-driven delivery, the sensor nodes start 
event reporting only if the target events (e.g., the tem 
perature is below zero) have been sensed. 

Resource Constraints. Despite diverse commercially avail 
able sensor products 2, sensor nodes usually have lim 
ited resources, including low computation capability, 
Small memory size, low communication bandwidth, and 
finite and un-rechargeable battery. The limitation of 
resources narrows the designing space of various proto 
cols and algorithms for WSNs. 

Small Message Size. Messages in WSNs usually have a 
small size compared with those in other networks. For 
this reason, there is usually no concept of segmentation 
in most applications of WSNs. 

The performance of a wireless sensor network can be 
evaluated based on different metrics such as QoS and energy 
efficiency. Different applications might have different 
requirements on these performance metrics. 
One requirement is energy-efficiency. A sensor node usu 

ally has limited energy. For this reason, it is most important 
for a transport protocol to keep high energy-efficiency in 
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2 
order to prolong the network lifetime. Due to bit errors and/or 
congestion, packet loss is common in a WSN. For loss-sen 
sitive applications packet loss leads to retransmission and 
inevitably consumes additional energy. Therefore, packet 
loss is a primary factor that affects energy-efficiency at the 
transport layer. 

Another requirement is reliability. For different applica 
tions, different levels of reliability may be required. Accord 
ing to the sensitivity of an application to packet loss, two 
types of reliability can be classified: packet reliability and 
event reliability. Packet reliability means that the application 
is very loss-sensitive and requires the Successful transmission 
of each packet. One example of Such applications is down 
stream code distribution or queries. Event reliability stands 
for the requirement of loss-tolerant applications that allow 
certain packet loss. For example, the sensor nodes with digital 
camera can be used to send images to the sink. Since images 
are somewhat loss-tolerant, the sink does not need to cor 
rectly receive every packet, but only a certain percentage of 
packets. 

Yet another requirement is QoS. Sensor nodes can be used 
to transmit continuous images for target tracking. In this 
scenario, the sensor nodes generate high-speed data flows and 
require larger bandwidth than event-based applications. For 
Some delay-sensitive applications, such as commands to task 
sensor nodes, a network must guarantee real-time data trans 
mission. As mentioned before, Some applications are loss 
sensitive and cannot stand packet loss or require a very Small 
packet loss ratio. Therefore, a transport protocol may need to 
Support traditional QoS in terms of throughput, packet deliv 
ery latency, and packet loss ratio. The difference is that in a 
WSN these QoS metrics should be guaranteed in a highly 
energy-efficient way. 

Fairness is another requirement. Sensor nodes are usually 
scattered in a geographical area to collect information. Due to 
the many-to-one convergent nature of upstream traffic, it is 
much more difficult for the sensor nodes far away from the 
sink to Successfully transmit their sensory data to the sink. In 
order to let the sink have full information on the entire sensed 
area, a transport protocol should provide fair bandwidth allo 
cation among all sensor nodes so that the sink can get the 
same number of packets from each sensor node during a 
period of time. 

These distinctive features of WSNs and new performance 
metrics pose significant challenges on the design of a WSN 
that can meet application requirements and operate as long as 
possible. Usually, the QoS of an application and the lifetime 
of a network are contradictory to each other. 

SUMMARY 

In one aspect, a network includes an optical sensor net 
work; and a radio frequency (RF) wireless sensor network 
coupled to the optical sensor network, wherein the optical 
sensor network and the RF wireless sensor network commu 
nications are coordinated over both optical and wireless links. 

Implementations of the above aspect may include one or 
more of the following. Each network can have a plurality of 
nodes, wherein the nodes form an ad hoc topology including 
tree, linear, or mesh topology. The nodes can include an RF 
transceiver and an optical transmitter. The nodes can include 
an RF transceiver and an optical receiver. Alternatively, the 
nodes can include an RF transceiver and an optical trans 
ceiver. The one or more nodes communicate with quality 
aware cross-link optimization. The one or more nodes can 
transmit a packet over a wireless link and an optical link to 
utilize link diversity to improve transmission performance. 
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The packet can be transmitted even when one link has bad 
quality and another one has good quality. The nodes can 
automatically Switch to a good link if a bad link is detected. 
The node in the network can exploit the optical link by avoid 
ing two contiguous wireless links along a transmission path. 
In one embodiment, the system uses an optimal link selection 
that exploits the benefits of the optical link. The optimal link 
selection process avoids two contiguous wireless links along 
the transmission path as much as possible, because the con 
tiguous wireless links may cause radio collision and decrease 
the performance. 

In another aspect, a method for communicating data in an 
integrated sensor network having one or more nodes coupled 
to an optical sensor network and a radio frequency wireless 
sensor network, each node having an optical link and a wire 
less link. The method includes coordinating transmissions 
over the optical sensor network and the RF wireless sensor 
network with quality-aware cross-link optimization; trans 
mitting a packet over both wireless and optical links to 
improve performance through link diversity; and automati 
cally Switching to a good link if a bad link is detected. 

Implementations of the above aspect may include one or 
more of the following. The method includes forming an ad 
hoc topology including tree, linear, or mesh topology with the 
nodes. The node can include include an RF transceiver and an 
optical transmitter, an RF transceiver and an optical receiver, 
or an RF transceiver and an optical transceiver. The method 
can include determining a transmission path between nodes 
that minimizes contiguous wireless links. The method can 
select a path based on optical and wireless link availability 
and quality information. The packet can be transmitted over 
both an optical media access control (MAC) and a wireless 
MAC. 

In another aspect, a method for communicating data in an 
integrated sensor network having one or more nodes coupled 
to an optical sensor network and a radio frequency wireless 
sensor network, each node having an optical link and a wire 
less link. The method includes determining a transmission 
path having one or more hybrid hops for packet transmission 
over the optical sensor network and the radio frequency wire 
less sensor network, each hybrid hop including optical and 
wireless links between two neighboring nodes; and selecting 
a set of optical and wireless links for the optical sensor net 
work and the radio frequency wireless sensor network to 
minimize contiguous wireless links. 

Implementations of the above aspect may include one or 
more of the following. The method uses only optical trans 
mission for a pure optical hop and uses only wireless trans 
mission a pure wireless hop. Either the optical link or the 
wireless link can be used for packet transmission if a hop is 
the only hop from a source to a destination. The method can 
select the optical link if a prior hop uses the wireless link. The 
optical link can be selected if a succeeding hop uses the 
wireless link. The method can select either the wireless link or 
the optical link if neither a prior hop nor a Succeeding hop 
uses the wireless link. The optical link can be selected if a 
prior hop uses the optical link and a succeeding hop is a 
hybrid hop. The method can check if a prior or Succeeding 
hop is a hybrid hop if the transmission link of a hybrid hop 
changes. The method can reselect a link when a hybrid hop 
changes its transmission link from an optical link to a wireless 
link. The method can also reselect a link when a hybrid hop 
changes its transmission link from the wireless link to the 
optical link. The link can be reselected due to link unavail 
ability and a prior hop or a Succeeding hop is a hybrid hop. 
The method can recursively reselect a link for the prior or 
Succeeding hop if they are hybrid hops. The method can 
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4 
include coordinating transmissions over the optical sensor 
network and the radio frequency wireless sensor network 
with a quality-aware cross-link optimization; transmitting a 
packet over both wireless and optical links to improve per 
formance through link diversity; and automatically Switching 
to a good link if a bad link is detected. An ad hoc topology 
including tree, linear, or mesh topology with the nodes can be 
formed. The method can communicate with a node having an 
RF transceiver and an optical transmitter, a node having an RF 
transceiver and an optical receiver, or a node having an RF 
transceiver and an optical transceiver. The method can deter 
mine a transmission path between nodes to minimize con 
tiguous wireless links. The method can select a path based on 
optical and wireless linkavailability and quality information. 
The method includes determining a weighted path length, an 
average optical hops, and a remaining bandwidth determina 
tion. Link quality can be determined. The method includes 
selecting candidates with a remaining bandwidth determina 
tion and selecting a path with a maximum average optical hop 
count. The method includes transmitting the packet over both 
an optical media access control (MAC) and a wireless MAC. 

Advantages of the preferred embodiments may include one 
or more of the following. The sensor network architecture 
includes integrated sensor networks with optical and wireless 
links to improve QoS and energy-efficiency by utilizing the 
complementary and diverse features of optical and wireless 
links. The system and method achieve high QoS and energy 
efficiency in wireless sensor networks. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1A illustrates an exemplary hybrid communication 
system in accordance with an embodiment of the invention, 
while FIG. 1B shows a corresponding network topology of 
the hybrid communication system; 

FIGS. 2A-2C show exemplary communication nodes in 
FIGS. 1A-1B: 

FIG. 3 is a schematic diagram of a protocol stack, in accor 
dance with an embodiment of the invention; 

FIG. 4 is a flowchart depicting an exemplary method to 
transmit information in a communication system, in accor 
dance with an embodiment of the invention; 

FIG. 5 is a flowchart depicting another method to transmit 
information in a communication system, in accordance with 
an embodiment of the invention; and 

FIG. 6 shows an exemplary process for selecting links for 
communication using the system of FIG. 1. 

FIG. 7 shows an exemplary routing example for the hybrid 
communication system of FIG. 1B. 

DESCRIPTION 

The system and protocols described herein provide 
improved network connectivity and reliability of sensor net 
works, improved system overall throughput, higher energy 
efficiency due to the use of low power-consuming optical 
transmission and resulting lower number of RF transmis 
sions, thus providing a high quality of service in terms of data 
transmission delay. 

FIG. 1A shows an example of a hybrid free-space optical/ 
radio-frequency (FSO/RF) communication system 102 
where a wireless sensor network 100 is used in combination 
with an optical network 101. FIG. 1B shows a corresponding 
network topology of the hybrid communication system with 
a sink 102 receiving wireless links 100' and optical links 101'. 
The sink 102' in turn coordinates communication with a plu 
rality of nodes A-G. 
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In one embodiment, the nodes of the communication sys 
tem 102 form a mesh network, which is a type of networking 
wherein each node in the network may act as an independent 
router, regardless of whether it is connected to another net 
work or not. It allows for continuous connections and recon 
figurationaroundbroken or blocked paths by “hopping from 
node to node until the destination is reached. 

In one embodiment, the wireless link 100' uses omnidirec 
tional antenna and is able to cover all directions within its 
transmission coverage. The free space optical link 101" such 
as Light-Emitting Diode (LED) and Infrared (IR) has direc 
tional property and its transmission can only be received 
within the arrival angle. 

Individually, the wireless sensor network 100 and optical 
sensor network 101 have strengths and weaknesses relating to 
overall performance, quality of service, and reliability, 
among others. For example, the optical network 101 uses 
visible light communication (VLC) with access free spec 
trum VLC works at 400 nm to 70 nm wavelengths without 
any regulatory issue. In contrast, the available of RF spectrum 
is regulated and limited. Further, there is no Electromagnetic 
Interference (EMI) in VLC. VLC demands line of sight (LOS) 
or directional transmission, and LOS can provide better Secu 
rity than the broadcast transmission in RF. Additionally, the 
LOS transmission naturally enables good space multiplexing. 
Visible light cause no harm to eyes and human being's health. 
However, electromagnetic radiation in RF is harmful. Addi 
tionally, VLC has limited mobility capability due to LOS 
issues. 
The system 102 seamlessly and jointly integrates "wireless 

optical nodes and “wireless/RF nodes. Every sensor node 
has two coordinated links optical link 101 and wireless/RF 
link 100'. In one implementation, the optical link 101" is 
unidirectional. The complementary and diverse features of 
optical and wireless links 101 and 100 are leveraged to 
improve quality of service (QoS) and energy-efficiency. The 
system achieves high QoS and energy-efficiency in wireless 
sensor networks. 
The system of FIG. 1A enables cross-link (optical link and 

wireless link) optimization. As described in more details 
below, the dynamic routing process takes “the number of 
optical links' and “the number of wireless/RF links' into 
consideration for path selection. Additionally, a MAC coor 
dination process considers “optical link availability” and 
“wireless/RF link availability” at neighboring nodes. 

FIGS. 2A-2C show exemplary components or nodes of the 
integrated sensor network 102, in accordance with an 
embodiment of the invention. A first type of node, illustrated 
in FIG. 2A, contains an RF transceiver 201 with an antenna 
200, and an optical transmitter 202 with an optical transmis 
sion angle C. A second type of node, illustrated in FIG. 2B, 
contains an RF transceiver 204 with an antenna 203, and an 
optical receiver 205. A third type of node, illustrated in FIG. 
2C, contains an RF transceiver 207 with an antenna 206 and 
an optical transceiver 208. Any number of the first, second 
type, and third types of nodes may be included in communi 
cation system 100. The RF components in the nodes may use 
802.15.4 technology, low-power 802.X technology, and/or 
other relevant RF air-interface technology. The optical com 
ponents in the nodes may use wireless optical technology, 
such as VLC and/or infrared. Communication system 102 
may include other types of nodes. 
The RF components in nodes 201, 204 and 207 communi 

cate with other RF components in other nodes, and the optical 
components in each node communicate with other optical 
components in other nodes. For example, the RF transceiver 
in node 201 may communicate with an RF transceiver in node 
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6 
207, and an optical transmitter in node 204 may communicate 
with an optical transceiver in node 207. In addition, the RF 
components and optical components in a node may commu 
nicate with users. 
Nodes 201, 204 or 207 may be constructed as a linear, tree, 

or ad hoc network. In accordance with embodiments of the 
invention, a routing protocol described herein may be used. A 
media access control (MAC) coordination algorithm 
described herein may be used to schedule links and determine 
when to use which link at every sensor node. 
The system of FIGS. 1A, 1B and 2 jointly exploits comple 

mentary features of wireless/RF and optical networks 100 
and 101. The combined system of FIG. 1 has improved reli 
ability, better coverage, high energy-efficiency, better Secu 
rity, improved performance, and better service provision, 
among others. 

In accordance with an embodiment of the invention, com 
munications in the system 102 utilize an improved protocol 
described herein. FIG.3 is a schematic diagram of a protocol 
stack 300, in accordance with an embodiment of the inven 
tion. Layer 301 is where applications reside. Layer 302 is the 
transport protocols. Layer 303 Supports intelligent routing 
based on optical and wireless link availability and quality. 
Layer 304 specifies integrated coordination for optical and 
wireless links. Layer 305 is the optical medium access control 
(MAC). Layer 306 is the optical physical (PHY). Layer 307 is 
the RF MAC, while layer 308 is the RF PHY. Layer 309 
specifies joint cross-link and cross-layer design. 
The protocol stack 300 handles two sets of physical (PHY) 

and medium access control (MAC) protocols for wireless link 
100' and optical link 101", respectively. The architecture of 
FIG. 3 enables link coordination and cross-layer optimiza 
tion. If one link is not available, the node can automatically 
switch to another link. If both links are available, the node can 
transmit packets over one of them or over both concurrently to 
exploit channel diversity and improve throughput. 

In embodiments of the invention, one or more routing 
processes that select a path based on optical and wireless link 
availability and quality information are used to transmit sig 
nals in communication system 102. The processes described 
herein are different from the traditional “shortest path first 
strategy, which is commonly used. In some embodiments, 
coordinator 304 between routing layer 303 and MAC layer 
305/307 may coordinate data transmission over RF and opti 
cal links. The system and protocols described herein enable 
quality-aware cross-link optimization between optical links 
and wireless links. 

In accordance with embodiments of the invention, when a 
node has both an optical link and a wireless link to its next 
neighboring node, and is allowed to use either link, it uses the 
following quality-aware cross-link optimization: it transmits 
each single packet currently over both the wireless link and 
the optical link to utilize link diversity to improve the perfor 
mance. If one link is not available, the node can automatically 
switch to another link. 

In accordance with an embodiment of the invention, a 
process is used to select an optimal path within communica 
tion system 102 to use to route data signals from a source 
sensor node to a sink base based on optical and wireless link 
availability and quality. The process identifies three kinds of 
links in communication system 102 pure optical links, pure 
wireless links, and hybrid optical wireless links. If there is 
only an optical link existing between two neighboring nodes, 
the link is deemed a pure optical link. If there is only a 
wireless link existing between two neighboring nodes, the 
link is deemed a pure wireless link. If both an optical link and 
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a wireless link exist between two neighboring nodes, the link 
is deemed a hybrid optical wireless link. 
The process identifies available paths from a source sensor 

to a sinkby identifying available combinations of one or more 
communication links between the Source sensor and the sink. 
The algorithm attempts to select the path with the fewest 
number of links, with more optical links, and/or the fewest 
number of active neighboring nodes. A path having fewer 
links requires fewer transmissions and may be more energy 
efficient. A path having more optical links may be desirable as 
it implies more opportunities to send data over optical links 
rather than radio links, reducing the risk of radio collisions 
and reducing potential radio interference. More optical links 
may also improve throughput and be more energy-efficient as 
well. A path having fewer active neighboring nodes may be 
desirable as it may avoid potential congestion and increase 
overall system throughput. 

FIG. 4 is a flowchart depicting a method to transmit infor 
mation in communication system 100, in accordance with an 
embodiment of the invention. In one embodiment, the routing 
scheme determines the best path from the source sensor node 
to the sink based on optical and wireless linkavailability and 
quality. There are three kinds of links/hops: 1) pure optical 
link/hop if there is only optical link existing between two 
neighboring nodes, this link is called as pure optical link; 2) 
pure wireless link/hop if there is only wireless link existing 
between two neighboring nodes, this link is called as pure 
wireless link; 3) Hybrid optical wireless link/hop—if there is 
both optical and wireless link between two neighboring 
nodes, this link is called as hybrid optical wireless link. The 
method chooses the path with the least number of hops, with 
more optical links, and/or less number of active neighboring 
nodes. Fewer hops means fewer transmissions, which means 
that the system is energy-efficient. Favoring optical links 
imply more opportunities to send data over optical links 
rather than radio links, which reduces radio collisions and 
mitigates radio interference and in turn improves throughput 
and energy-efficiency as well. Fewer active neighboring 
nodes is useful for avoiding potential congestion and increas 
ing overall system throughput. 

Turning now to FIG.4, at 400, all path candidates in com 
munication system 100 are identified. In one embodiment, 
each path iconsists of N(i) transmitting nodes including the 
Source node and intermediate nodes and N(i) links accord 
ingly. Each link may be a pure optical link, a pure wireless 
link, or a hybrid optical wireless link. For each pathi, No(i) is 
the number of pure optical links along the path, Nw(i) is the 
number of pure wireless links along the path, and Now (i) is 
the number of hybrid optical and wireless links along the 
path. In this embodiment, N(i)=No(i)+Nw(i)+Now (i). 
At 401, for every path i, a weighted path length Lw(i) is 

calculated based on the Total Number of Links in the Path, 
N(i), and the Number of Pure Wireless Links Nw(i) in the 
Path. In the exemplary embodiment, Lw(i)—w 1*N(i)+(1-w1) 
*Nw(i). In the exemplary embodiment, will is a design param 
eter having a value between 0 and 1.0. 
At 402, a minimum weighted path length among all paths 

(Lmin-min(Lw(i))) is determined. At 403, paths having a 
weighted path length less than a selected value are selected as 
good candidates. For example, paths whose weighted path 
length Lw(i) are smaller than “min(Lw(i))*(1+k) may be 
selected as good candidates, where k is another design param 
eter. In one example, k is less than 1.0. In another embodi 
ment, paths having a weighted path length that differs from 
the minimum weighted path length by less than a predeter 
mined amount are selected as good candidates. 
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8 
At 404, for each good candidate selected at 403, an optical 

path length is calculated based on the number of pure optical 
links No(i) and the number of hybrid optical/wireless links. In 
one example, Now (i): Lo(i)—w2*No(i)+(1-w2)*Now(i), 
where w2 is a design parameter between 0 and 1.0. 
At 405, the path having the highest optical path length Lo(i) 

is selected from among the set of good candidates as the final 
path. Information, Such as a signal, is transmitted via the final 
path. 

In another embodiment of the invention, a routing algo 
rithm that considers link quality is used to transmit signals in 
communication system 102. This process may be used, for 
example for data flows that need a certain bandwidth. First, a 
remaining bandwidth (Br(i,j)) is calculated for each link 
along a pathi, based on the total effective bandwidth (Be(i,j)) 
on the same link. For a pure optical link, a total effective 
bandwidth Be(i,j) is determined by the link quality. For a pure 
wireless link, a total effective bandwidth Be(i,j) is dependent 
on both link quality and the number of neighboring radio 
nodes, since more neighboring nodes results in more MAC 
layer overhead and radio collisions and lower effective band 
width. Existing theoretical results can be utilized to capture 
this effect. For a hybrid optical and wireless link, Be(i,j) is 
calculated by adding the effective bandwidth of the optical 
link and that of the wireless link. Once Be(i,j) is obtained, 
Br(i,j) is calculated as Br(i,j)-Be(i,j)XR(i.-j, f), where Nf(i. 
j) is the number of flows and R(i,jf) is the data rate of flow f 
on the linki along the path i. Then, paths whose remaining 
bandwidth is higher than the bandwidth the flow is requesting 
are selected as qualified candidates. Finally, the qualified 
candidates are analyzed using the method described in FIG. 4 
to determine the final path. Information, such as a signal, is 
transmitted via the final path. 

FIG. 5 is a flowchart depicting a method to transmit infor 
mation in communication system 102, in accordance with an 
embodiment of the invention. At 500, all path candidates are 
identified. At step 501, for each pathi, the following is per 
formed: for each link j on the respective path i, the Total 
Effective Bandwidth Be(i,j) is calculated based on link qual 
ity and Medium Access Control overhead for optical and 
wireless links, respectively. At 502, for each path i, the fol 
lowing is performed: for each linki on the respective pathi, 
the remaining bandwidth Br(i,j) is calculated based on Be(i,j). 
In one example, Br(i, j)=Be(i, j)XR(i.-j, f), as discussed 
above. At 503, for each pathi, the remaining bandwidth Br(i) 
is calculated as the minimum remaining bandwidth among all 
links in pathi: Br(i)=min(Br(i,j)) for different j. At 504, all 
paths having a remaining bandwidth Br(i) larger than the rate 
requested by the new data flow are selected as Qualified 
Candidates. A final path is determined based on characteris 
tics of the paths in the set of Qualified Candidates. In the 
exemplary embodiment, at 505, the selection method 
described in FIG. 4 is applied to the set of Qualified Candi 
dates (as selected at 504) to selected a final path. In other 
embodiments, a final path may be determined based on char 
acteristics of the paths in the set of Qualified Candidates using 
other selection methods. Information, such as a signal, is 
transmitted via the final path. 

FIG. 6 shows an exemplary process for selecting links for 
communication using the system of FIG. 1. MAC coordina 
tion is actually related to dynamic link selection because a 
sensor node might have two links (optical and wireless) at the 
same time. Potential options for dynamic link selection areas 
follows: 1) optical link for control message and wireless link 
for data; 2) optical link for forward transmission and wireless 
for backward transmission; 3) optical link for the situation 
with highly potential radio interference and collision; 4) opti 
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cal link for the situation where FEC rather than re-transmis 
sion can meet application requirements; 5) concurrent and 
interleaved data transmission over both optical and wireless 
link. 
The MAC coordination in the embodiment of FIG. 6 is 

described next. After the path is selected, each hop will use 
either optical or wireless/radio for packet transmission. Pure 
optical hops use optical transmission and pure wireless hops 
use wireless transmission. For hybrid optical/wireless hops, 
there are three choices: 1) use optical transmission only; 2) 
use wireless transmission only; 3) use both optical and wire 
less transmissions. In FIG. 6, a dynamic link selection is 
designed for hybrid optical wireless hop to determine which 
link will be chosen. In one embodiment with m hybrid hops 
(1<2< ... <jm) along the path i. At 600, the system selects 
a first hybrid optical wireless hop node j. This can be done 
using the process of FIG. 5. At 601, the process checks if the 
preceding hop (i-1) or the Succeeding hop (i+1) of the hybrid 
hop () uses optical or wireless links. 

With the availability of optical link and wireless link at 
each node, there are four possibilities. At 602, if the hybrid 
hop is the only hop from the Source to the destination, it can 
use either optical or wireless link. At 603, if the proceeding 
hop (i-1) of the hybrid hop j uses wireless link or the suc 
ceeding hop (+1) of the hybrid hop uses wireless link, the 
hybrid hop choose to use optical link. At 604, if neither the 
proceeding hop (i-1) nor the Succeeding hop (i+1) of the 
hybrid hop () uses wireless link, the hybrid hop choose to use 
either wireless link or optical link. Alternatively, at 605, if the 
proceeding hop (i-1) uses optical link and the Succeeding hop 
(i+1) is a hybrid hop too, the hybrid hop selects an optical 
hop. From 602-605, the process checks at 607 for remaining 
hybrid hops. If not, the process exits, and if remaining hops 
exist, the process selects the next hybrid optical wireless hop 
at 606 and loops back to 601 to process the next hop. 
The system uses a link reselection mechanism, which is 

triggered whenever a hybrid hop changes its transmission link 
(from optical to wireless or vice versa) due to link unavail 
ability and its proceeding or Succeeding hop is a hybrid hop as 
well. For example, if the transmission link of hybrid hop j is 
changed, the system checks ifa proceeding or Succeeding hop 
is a hybrid hop. If either (hop j-1 or j+1) is indeed a hybrid 
hop, the system reselects transmission link for the hop (j-1 or 
j+1) that is a hybrid one according to the rules listed in FIG. 
5 and recursively reselects link for their proceeding or suc 
ceeding hop if they are also hybrid hops. 

In one example, if P is all path candidates from a sensor 
node of interest to the sink 102'. In this example, each path 
i(eP) consists of N(i) sensor nodes including the Source node 
and N(i) hops accordingly. In this example, H, {1, 2, . . . . 
N(i)} represents the set of all hops along the path i accord 
ingly. Each hop jeH, could be a pure optical hop, a pure 
wireless hop, or a Hybrid Optical/Wireless Hop if there is 
both optical and wireless link between two neighboring 
nodes. 

In this system, N.(i) as the number of pure optical hops 
along the pathi, N.(i) as the number of pure wireless hops 
along the pathi, and N.(i) as the number of hybrid optical 
and wireless hops along the pathi, and N(1)-N+N+N.(i). 
In order to determine the best path, the system calculates three 
parameters for each pathi: 

Weighted Path Length (L(i)) it is defined as the 
weighted average value of the number of pure wireless hops 
N (i) and the number of total hop N(i) and calculated as: 
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10 
where w 1 is a design parameter with a value between 0 and 
1.0. The shorter path length and/or the smaller number of pure 
wireless hops, the Smaller weighted path length is resulted. 

Average Optical Hops (L(i))—it is defined as the 
weighted average value of the number of pure optical hops 
and the number of hybrid hops: 

where w2 is a design parameter between 0 and 1.0. As we can 
see, the higher number of pure optical hops or hybrid hops 
means the larger average optical hops. 

Remaining Bandwidth (B(i)—it is defined as the mini 
mum remaining bandwidth of each hop along the pathi, i.e. 

(3) 

where B, (i,j) is the remaining bandwidth for each hopjeH, 
along the pathi and calculated as: 

B.(i,j)-B.(i,j)-2, FR(i.j?), (4) 
where F, is the set of all flows that travels through the hopj 
of the pathi and R(ij, f) is the data rate of a flow feF. B.(i,j) 
is the effective bandwidth of the hop jeH, of the path i. For 
pure optical hop, B(i,j) is determined by the optical link 
quality. For pure wireless hop, B(i,j) is dependent on both 
link quality and the number of neighboring radio nodes since 
the more neighboring nodes, the more MAC layer overhead 
and signal collisions due to simultaneous transmissions and 
lower effective bandwidth will be resulted. Existing theoreti 
cal results or online measurement can be utilized to capture 
this effect and calculate B(i,j) for pure wireless hop. For 
hybrid optical and wireless hop, B(i,j) will be the addition of 
the effective bandwidth of optical link and wireless link. 
The link quality is taken into consideration for choosing the 

best path for flows that need certain bandwidth. Suppose the 
bandwidth that a flow frequests is R(f). It works as follows: 

Step 1: Select Qualified Candidates. From the set of all path 
candidates P, choose the qualified candidates that have 
remaining bandwidth (B(i)) larger than R(f). B(i) is 
calculated according to Eq. 4. Denote the set of qualified 
candidates as P ={ilieP. B.,(i)>R(f)}. 

Step 2: Select Good Candidates. From the set of qualified 
candidates P. choose paths that have weighted path length 
close to the minimum weighted path length as good candi 
dates P or denoted as P. {ilieP.L.(i)<min(L.(i))*(1+k)}, 
where 0<k<1.0 is a control parameter. 

Step 3: Select the Best Path. From the good path candidate 
set P. choose the path with the maximum average optical 
hops as the final path p or parg max.L.(i). If there are 
multiple paths tied with the same maximum average optical 
hops, the system randomly chooses one of them. 

FIG. 7 shows an exemplary routing example for the hybrid 
communication system of FIG. 1B. In this example, two paths 
P1 and P2 are available in the network topology. P1 has three 
pure wireless hops and 1 pure optical hop, while P2 has two 
pure optical hops and two pure wireless hops. According to 
the preferred embodiment, P2 is selected and due to the 
removed radio collision (no two neighboring wireless link) 
and achieves 100% throughput. However, P1, due to the three 
neighboring wireless links and resulted radio collision, can 
obtain 50% throughput at most and is not selected. 
The dynamic routing process takes “the number of optical 

links' and “the number of wireless/RF links' into consider 
ation for path selection. Similarly, the MAC coordination 
process considers “optical linkavailability” and “wireless/RF 
link availability at neighboring nodes. 
The system described herein optimally utilizes optical and 

wireless link to improve system throughput, reliable, Scal 
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ability, and energy efficiency and is ideal for applications that 
require reliable and high-speed data transmissions such as 
wireless telemedicine and Smart home. 

The system may be implemented in hardware, firmware or 
software, or a combination of the three. Preferably the inven 
tion is implemented in a computer program executed on a 
programmable computer having a processor, a data storage 
system, Volatile and non-volatile memory and/or storage ele 
ments, at least one input device and at least one output device. 
By way of example, in addition to the previously men 

tioned optical receiver, transmitter, or transceiver and in addi 
tion to the RF receiver, transmitter, or transceiver, the node 
preferably includes a processor, random access memory 
(RAM), a program memory (preferably a writable read-only 
memory (ROM) such as a flash ROM) and an input/output 
(I/O) controller coupled by a CPU bus. The node may option 
ally include a hard drive controller which is coupled to a hard 
disk and CPU bus. Hard disk may be used for storing appli 
cation programs, such as the present invention, and data. 
Alternatively, application programs may be stored in RAM or 
ROM. I/O controller is coupled by means of an I/O bus to an 
I/O interface. I/O interface receives and transmits data in 
analog or digital form over communication links such as a 
serial link, local area network, wireless link, and parallel link. 
Optionally, a display, a keyboard and a pointing device 
(mouse) may also be connected to I/O bus. Alternatively, 
separate connections (separate buses) may be used for I/O 
interface, display, keyboard and pointing device. Program 
mable processing system may be preprogrammed or it may be 
programmed (and reprogrammed) by downloading a pro 
gram from another source (e.g., a floppy disk, CD-ROM, or 
another computer). 

Each computer program is tangibly stored in a machine 
readable storage media or device (e.g., program memory or 
magnetic disk) readable by a general or special purpose pro 
grammable node, for configuring and controlling operation of 
a computer when the storage media or device is read by the 
computer to perform the procedures described herein. The 
inventive system may also be considered to be embodied in a 
computer-readable storage medium, configured with a com 
puter program, where the storage medium so configured 
causes a computer to operate in a specific and predefined 
manner to perform the functions described herein. 
The invention has been described herein in considerable 

detail in order to comply with the patent Statutes and to 
provide those skilled in the art with the information needed to 
apply the novel principles and to construct and use Such 
specialized components as are required. However, it is to be 
understood that the invention can be carried out by specifi 
cally different equipment and devices, and that various modi 
fications, both as to the equipment details and operating pro 
cedures, can be accomplished without departing from the 
scope of the invention itself. 

Although specific embodiments of the present invention 
have been illustrated in the accompanying drawings and 
described in the foregoing detailed description, it will be 
understood that the invention is not limited to the particular 
embodiments described herein, but is capable of numerous 
rearrangements, modifications, and Substitutions without 
departing from the scope of the invention. The following 
claims are intended to encompass all such modifications. 
What is claimed is: 
1. A method for communicating data in an integrated sen 

sor network having one or more nodes coupled to an optical 
sensor network and a radio frequency wireless sensor net 
work, each node having an optical link and a wireless link, the 
method comprising: 
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12 
a. determining a transmission path having one or more 

hybrid hops for packet transmission over the optical 
sensor network and the radio frequency wireless sensor 
network, each hybrid hop including optical and wireless 
links between two neighboring nodes; and 

b. Selecting a set of optical and wireless links for the optical 
sensor network and the radio frequency wireless sensor 
network to minimize contiguous wireless links; 

c. coordinating transmissions over the optical sensor net 
work and the radio frequency wireless sensor network 
with a quality-aware cross-link optimization; 

d. transmitting a packet over both wireless and optical links 
to improve performance through link diversity; and 

e. automatically Switching to a good link if a bad link is 
detected. 

2. The method of claim 1, comprising selecting only optical 
transmission for a pure optical hop and selecting only wire 
less transmission a pure wireless hop. 

3. The method of claim 1, comprising selecting either the 
optical link or the wireless link for packet transmission if a 
hop is the only hop from a source to a destination. 

4. The method of claim 1, comprising selecting the optical 
link if a prior hop uses the wireless link. 

5. The method of claim 1, comprising selecting the optical 
link if a Succeeding hop uses the wireless link. 

6. The method of claim 1, comprising selecting either the 
wireless link or the optical link if neither a prior hop nor a 
Succeeding hop uses the wireless link. 

7. The method of claim 1, comprising selecting the optical 
link if a prior hop uses the optical link and a Succeeding hop 
is a hybrid hop. 

8. The method of claim 1, comprising checking if a prior or 
Succeeding hop is a hybrid hop if the transmission link of a 
hybrid hop changes. 

9. The method of claim 1, comprising reselecting a link 
when a hybrid hop changes its transmission link from an 
optical link to a wireless link. 

10. The method of claim 1, comprising reselecting a link 
when a hybrid hop changes its transmission link from the 
wireless link to the optical link. 

11. The method of claim 1, comprising reselecting a link 
due to link unavailability and a prior hop or a succeeding hop 
is a hybrid hop. 

12. The method of claim 11, comprising recursively rese 
lecting link for the prior or succeeding hop if they are hybrid 
hops. 

13. The method of claim 1, comprising forming an ad hoc 
topology including tree, linear, or mesh topology with the 
nodes. 

14. The method of claim 1, comprising communicating 
with a node having an RF transceiver and an optical transmit 
ter, a node having an RF transceiver and an optical receiver, or 
a node having an RF transceiver and an optical transceiver. 

15. The method of claim 1, comprising determining a trans 
mission path between nodes to minimize contiguous wireless 
links. 

16. The method of claim 1, comprising selecting a path 
based on optical and wireless link availability and quality 
information. 

17. The method of claim 1, comprising determining a 
weighted path length, an average optical hops, and a remain 
ing bandwidth determination. 

18. The method of claim 1, comprising determining link 
quality. 

19. The method of claim 18, comprising selecting candi 
dates with a remaining bandwidth determination and select 
ing a path with a maximum average optical hop count. 
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20. The method of claim 1, comprising transmitting the 
packet over both an optical media access control (MAC) and 
a wireless MAC. 
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